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Abstract 

Action recognition in videos is currently a topic of interest in the area of computer 
vision, due to potential applications such as: multimedia indexing, surveillance in 
public spaces, among others. In this paper we propose (1) The implementation 
of a CNN–LSTM architecture. First, a pre-trained VGG16 convolutional neural 
network extracts the features of the input video. Then, an LSTM classifies the video 
sequence in a particular class. (2) A study of how the number of LSTM units affects 
the performance of the system. To carry out the training and test phases, we used 
the KTH, UCF-11 and HMDB-51 datasets. (3) An evaluation of the performance 
of our system using accuracy as evaluation metric, given the existing balance of 
the classes in the datasets. We obtain 93%, 91% and 47% accuracy respectively 
for each dataset, improving state of the art results for the former two. Besides the 
results attained, the main contribution of this work lays on the evaluation of different 
CNN-LSTM architectures for the action recognition task.
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Resumen

El reconocimiento de acciones en videos es actualmente un tema de interés 
en el área de visión por computadora, debido a potenciales aplicaciones como: 
indexación multimedia, vigilancia en espacios públicos, entre otras. En este artículo 
proponemos: (1) Implementar una arquitectura CNN–LSTM para esta tarea. 
Primero, una red neuronal convolucional VGG16 previamente entrenada extrae 
las características del video de entrada. Luego, una capa LSTM determina la clase 
particular del video. (2) Estudiar cómo la cantidad de unidades LSTM afecta el 
rendimiento del sistema. Para llevar a cabo las fases de entrenamiento y prueba, 
utilizamos los conjuntos de datos KTH, UCF-11 y HMDB-51. (3) Evaluar el 
rendimiento de nuestro sistema utilizando la precisión como métrica de evaluación, 
dado el balance existente entre las clases de los conjuntos de datos. Obtenemos 
un 93%, 91% y 47% de precisión respectivamente para cada conjunto de datos, 
mejorando los resultados del estado del arte para los primeros dos. Además de los 
resultados obtenidos, la principal contribución de este trabajo yace en la evaluación 
de diferentes arquitecturas CNN-LSTM para la tarea de reconocimiento de acciones.

Palabras claves: reconocimiento de acciones; redes neuronales convolucionales; 
redes neuronales de corta y larga memoria.
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1 Introduction 

The action recognition problem in videos is of great interest in the area of pattern 
recognition and computer vision due to its potential applications such as: multimedia 
indexation, information recovery, patient monitoring and control, automated 
surveillance in public spaces, human-computer interaction, among others. The 
objective of the action recognition systems is to classify each video into the class 
that represents the action that happens in the video. To this end, the interactions 
between the subjects and/or objects within it, must be taken into account. This 
problem has been investigated by other works: 

(Liu et al., 2013) propose a framework for detecting and recognizing human 
actions. To achieve a robust estimation of the region of interest, they use a 
combination of optical flow together with a Harris 3D edge detector to obtain space-
time information from video. Then, with the calculation of the local features SIFT 
and STIP, they train a universal background model (UBM) for the task in question. 

(Wang et al. 2011) propose a dense trajectory approach. They take dense 
points in each frame of the video and track based on the optical flow displacement 
information. 

(Sharma et al. 2015) propose a model based on attention mechanisms for the task 
of recognizing actions in videos. They use an LSTM neural network contemplating 
the spatial and temporal aspect of the video. 

Attention mechanisms have become a very important concept in deep learning. 
Its operation tries to imitate the visual capacity of people that allows you to focus 
your attention on relevant parts of a scene to extract relevant information, resulting 
in a better generalization. From this approach we can highlight (Bahdanau et al. 
2014) as well as a (Li et al., 2020) for temporal attention mechanism.

(Meng et al. 2019) proposes an interpretable and easy-to-connect spatio-temporal 
attention mechanism. Learn a featured mask to focus on the salient features in the 
spatial domain and employ a convolutional LSTM-based attention mechanism to 
identify the most relevant frames in the time domain.

The objective of this work is to implement a video action recognition system. 
For this we propose the use of a CNN–LSTM architecture. A convolutional neural 
network extracts the features of the video while an LSTM neural network classifies 
the video into a certain category. The work is organized as follows: in section 2, 
the general structure of the system is described; in section 3, the databases used, 
the evaluation method, the experiments carried out and the results obtained are 
explained. Finally, in section 4 the conclusions and future work are presented.
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2 Robust CNN-LSTM Approach 

In this paper we propose the use of a CNN–LSTM architecture. Figure 1 shows 
a general scheme of the system in its different stages. Input: the video is normalized 
for a total of 40 frames. CNN: A pre-trained VGG16 extracts the characteristics 
of the video by obtaining features of size 40 × 25088. LSTM: takes each vector 
from the previous stage and processes it in nu LSTM units. Finally, the output stage 
consists of a dense layer with nc nodes, one for each class. Section 3 shows in detail 
the implementation proposed. Also, in the following repository you can find code 
for the architecture proposed.5

Figure 1: System architecture. The video is normalized to 40 frames. A CNN VGG16 extracts the 
features. Then an LSTM alongside dense layers of nc classifies a certain class, for example basketball, 

biking, and others.

2.1 Convolutional Neural Network

CNNs are composed of an ordered set of layers, each of them, in turn, consists 
of processing units that operate on the output of the previous layer. The layers 
used are: (a) convolutional layer: has k filters (or kernels) dedicated to produce k 
feature maps. (b) subsampling layer: each feature map is sub-sampled by means 
of a max-pooling operation, a process that progressively reduces the spatial size 
of the representation and the number of parameters to be trained. (c) Dense layer: 
fully connected layers with the purpose of classifying the input image into one of 
several classes, according to the training data set. 

The convolutional architecture of VGG16 proposed by (Simonyan et al., 
2014) obtained very good results in the ImageNet Large-Scale Visual Recognition 
Challenge - ILSVRC-2014 Classification and location tasks. Figure 2 shows the 
layers that make up this architecture.

5 https://gitlab.com/ciorozco/actionrecognition-cnn-lstm
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Figure 2: VGG16 pre-trained implemented in the library Keras (Chollet et al. 2015). 

The input of the VGG16 is a fixed size image of 224×224×3. This input image is 
passed through a stack of convolutional layers (boxes that use ReLus as activation 
functions). The convolutional layers are usually accompanied by max-pooling layers 
(max pooling boxes) then two dense layers (boxes fully connected and ReLu as 
activation function) of 4096 nodes each. Finally, a dense layer (boxes with Softmax 
activation function) of 1000 nodes, yields the output of this CNN. 

2.2 Long Short-Term Memory 

The neural networks LSTMs (Hochreiter et al., 1997) are a special type of 
recurrent neural network (RNN) that are formulated in such a way that remembering 
information for long periods of time is their natural behavior. The entries for time 
step t are: input xt, previous output ht−1 and previous memory ct−1. The outputs are: 
current output ht and current memory ct. 

Figure 3: LSTM unit. 
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To calculate ht and ct the unit LSTM is modulated by three types of gates, 
following the internal structure shown in Figure 3. They are calculated as: 

1. Input gate i: Controls whether the current entry xt is considered. 

2. Forget gate f: Allows the LSTM to forget the previous memory ct−1. 

3. Output gate o: Decides how much memory will be transferred to the hidden 
state ht. 

Finally:
 

Where: σ is the sigmoidal function, φ is the hyperbolic tangent, ⊗ represents 
the product with the value of the gate and the weights of the matrix denoted by Wij. 

3 Experiments and Results 

Our system was implemented in Python using the library Theano (Bastien et al., 
2012), (Bergstra et al., 2010) on an Intel CORE i7-6700HQ computer with 16GB 
DDR3 memory and Ubuntu Operating System 16.04. The experiments were carried 
out on an NVIDIA Titan Xp GPU mounted on a server with a similar configuration. 

Algorithm 1 shows the implementation of the features extraction. All the videos 
in the database were re-sized to 224 × 224 shape to feed the VGG16. We set a 
maximum number of 40 frames per video. When the number of frames is less 
than 40 we complete the process by replicating the last frame. We carried out a 
vectorization of the max pooling of layer 10 obtaining a vector of dimension 7 × 
7 × 512 = 25088 to feed the neural network LSTM. 
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Algorithm 1 Features extraction

 Require: videos, labels, VGG16, #frames=40 
 Ensure: X, y 
 1: X = [ ], y = [ ] 
 2: for (video, label) in (videos, labels) do 
 3: sample = [ ] 
 4: for frame in video (not exceed #frames) do
 5: frame.resize((224, 224))
 6: feature = VGG16(frame, layer=10)
 7: sample.append(feature.flatten())
 8: end for
 9: X.append(sample)
 10: y.append(label)
 11: end for

Algorithm 2 shows the LSTM model implemented together with the supervised 
training configuration. As input parameter it receives: X train of size #samples × 40 
× 25088, and y train of size #samples × nc. The network parameters are optimized 
by minimizing the cross-entropy loss function using stochastic gradient descent 
with the update rule RMSProp (Dauphin et al., 2015).

Algorithm 2 Training of LSTM Neural Network model.

 Require: X train, y train, nu, epochs=50, batch size=25 
 Ensure: model 
 1: nc = y train.get classes()  
 2: model = new neural network()  
 3: model.add(LSTM(nu, input shape=(40, 25088)))  
 4: model.add(Dense(nc, activation = ‘sigmoide’))  
 5: model.compile(optimizer=‘RMSProp’, metrics=[‘accuracy’]))  
 6: model.fit(X train, y train, epochs, batch size)

The experiments carried out in this work use the KTH dataset proposed by 
(Schuldt et al., 2004), UCF-11 database proposed by (Liu et al., 2009) and HMDB-
51 proposed by (Kuehne et al., 2011). 

3.1 KTH 

KTH (Schuldt et al., 2004) has 599 videos that belong to one of the following nc 
= 6 classes: walking, jogging, running, boxing, waving and clapping. For each class, 
several videos of 25 people are captured in four different scenarios (indoors, outdoors, 
outdoors with scale variation and outdoors with different clothes). To report results 
we follow the original configuration (Schuldt et al., 2004) using as training set 16 
people and as test set 9 people. To determine the number of LSTM units we carry 
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out a variation of these quantities and evaluate its accuracy. In Figure 4, an ROC 
curve (Receiver Operating Characteristic) is shown for the system output accuracy, 
varying the number of LSTM units. For nu = 360 LSTM units the precision obtained 
was 93.86% (best result). Table 1 summarizes the results obtained by our system 
compared with other systems included in the bibliography. Our result is better than 
those proposed by (Baccouche et al., 2011), (Jones et al., 2012) and (Liu et al., 2013). 

Figure 4: ROC graphic for the system with varying number of LSTM units against Accuracy.

Table 1: Results of the video classification (with nu = 360) using the database KTH (Schuldt et 
al., 2004).

Approach Acc (%) 

(Baccouche et al., 2011) 91.04%

(Liu et al., 2013) 93.67%

(Jones et al., 2012) 93.20%

CNN–LSTM (Our proposal) 93.86% 

3.2 UCF-11 

UCF-11 (Liu et al., 2009) has 1600 videos that belong to one of the following 
nc = 11 classes: basketball, biking, diving, golf swing, horse riding, soccer juggling, 
swing, tennis swing, trampoline jumping, volleyball spiking and walking. Performance 
measure is calculated by average accuracy over all classes, using configuration as the 
original (Liu et al., 2009), and we use leave one out cross validation (LOOCV) for a 
predefined set of 25 folds. Figure 5 shows the relationship between number of units 
and final precision. For nu = 320 LSTM units the obtained precision was 91.94% (best 
result). Table 2 summarizes the results obtained by our system compared to the systems 
mentioned in the bibliography. Our result is better than the one proposed by (Wang et al. 
2011), (Sharma et al. 2015), (Liu et al., 2009), (Liu et al., 2013) and (Cho et al., 2014). 
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Figure 5: ROC graphic for the system with varying number of LSTM units against Accuracy.

Table 2: Results of the video classification (with nu = 320) using the database UCF-11 (Liu et 
al., 2009).

Approach Acc (%) 

(Liu et al., 2009) 71.02%

(Liu et al., 2013) 76.1%

(Wang et al. 2011) 84.2%

(Sharma et al. 2015) 85.0%

(Cho et al., 2014) 88.0%

CNN–LSTM (Our proposal) 91.94% 

3.3 HMDB-51 

HMDB-51 Human Motion dataset (Kuehne et al., 2011) has 6766 videos that 
belong to one of the following nc = 51 classes: clap, drink, hug, jump, somersault and 
many others. Also provides three train-test splits, each consisting of 5100 videos, 
3570 videos for training and 1530 videos for test, i.e a ratio of 70/30 by class. We 
evaluate the average accuracy over the 3 splits. Figure 6 shows the ROC curve 
between the number of LSTM units and final precision. For nu = 400 LSTM units, 
the precision obtained was 47.36% (best result). Table 3 summarizes the results 
obtained by our system compared to other results in the bibliography. Our result 
is better than the ones obtained by the systems proposed by (Sharma et al. 2015), 
(Kuehne et al., 2011), (Jiang et al. 2012) and (Kliper et al., 2012).

ISSN 2344-9217



Human Action Recognition in Videos using a Robust CNN LSTM Approach

Ciencia y Tecnología, Nº 20, 2020, pp. 23-36    ISSN 1850-087032

Orozco, Xamena, Buemi & Berlles

Figure 6: ROC graphic for the system with varying number of LSTM units against Accuracy.

Table 3: Results of the video classification (with nu = 320) using the database HMDB-51 
(Kuehne et al., 2011).

Approach Acc (%) 

(Kuehne et al., 2011) 23.0%

(Kliper-Gross et al., 2012) 29.2%

(Jiang et al. 2012) 40.7%

(Sharma et al. 2015) 41.3%

CNN–LSTM (Our proposal) 47.36% 

Figure 7 shows output examples of our system for the datasets KTH (left), 
UCF-11 (middle) and HMDB-51 (right) respectively. Each section shows a set of 
video frames (upper part) and a top-3 of the classes with the highest score (lower 
part). Our system yields the class with the highest score, this is the most probable 
class, as output. 
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Figure 7: Top-Left: Example for KTH: This video shows a person boxing. Our system classifies it into 
the class “boxing”, as it reaches the score 94% (maximum). Button-Middle: Example for UCF-11: 
This video shows a young man throwing a ball to the basket. Our system classifies it into the class 

“basketball” (score 75%). Top-Right: Example for HMDB-51: This video shows a person jumping. Our 
system classifies it into the class “jump” (score 82%). 

4 Conclusions and Future Work 

In this work we implement a video action recognition system, using a CNN–
LSTM neural network. First, a VGG16 extracts the characteristics of the video. 
Then an LSTM neural network classifies the scene into the class it belongs to. 
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The framework was implemented in Python using the library Theano (Bastien 
et al., 2012) and (Bergstra et al., 2010), trained and tested using the databases 
(Schuldt et al., 2004), (Liu et al., 2009) and (Kuehne et al., 2011), and performed 
on an NVIDIA Titan Xp GPU. The influence of the number of LSTM units over 
the system performance was studied. The ROC curve has been presented for each 
dataset that we have proposed. The best precision value was obtained for dataset 
KTH (Schuldt et al., 2004) with 93% for nu = 360 units. A closer value was the 
result of the experiments carried out on the dataset UCF-11 (Liu et al., 2009) 
with a precision of 91% for nu = 320 units. Finally, for nu = 400 units, the dataset 
HMDB-51 (Kuehne et al., 2011) has achieved a precision of 47%. Defining the 
number of LSTM units allowed us to better adjust our model, also allowing us to 
avoid overfitting it in its training stage.

Regarding the explained performance results, the most remarkable contribution 
of our work is the considerable improvement on the action recognition task on 
the KTH and UCF-11 datasets, and the evaluation of different numbers of LSTM 
units. KTH and UCF-11 datasets have lower sizes than HMDB-51, and perhaps 
neural models simpler than very deep or intricated architectures as transformers can 
provide good results, without the need of compute-intensive and time-consuming 
training and testing cycles.

As future work the use of other databases will be considered, such as 
Hollywood2 (Marszalek et al., 2009), UCF-50 (Reddy et al., 2013) and UCF-101 
(Soomro et al., 2012) to make the system more robust. Another goal is to implement 
the attention mechanisms proposed by (Bahdanau et al., 2014),  (Laokulrat et al., 
2016) and temporal attention mechanism proposed by (Li et al., 2020). as well as 
the transformer approach to the problem in question (Girdhar et al., 2019) and we 
are going to delve into techniques to avoid overfitting.
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